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ALLOWING FAST DATA ZONE SWITCHES
ON DATA STORAGE DEVICES

CROSS REFERENCE TO RELATED
APPLICATIONS

This application is a divisional of U.S. patent application
Ser. No. 14/582,663, now U.S. Pat. No. 9,257,134, filed on
Dec. 24, 2014, which is hereby incorporated by reference in
its entirety.

TECHNICAL FIELD

The present disclosure is directed to data storage systems.
More specifically, the present disclosure is directed to
increasing the speed of media read and media write opera-
tions.

BACKGROUND

Many computing systems receive commands regarding
the reading of data from and the writing of data to a data
storage device such as a hard disk drive. Prior to writing the
data to the hard disk drive, the data is typically encoded.
Likewise, when data is read from the hard disk drive, the
data is typically decoded. The encoding and decoding pro-
cesses may take various amounts of time depending on the
complexity of the data and/or the complexity of the decod-
ing and encoding processes. The latency caused by the
decoding and encoding processes may cause a delay in
returning or accessing the data. This latency affects perfor-
mance of the system as the processing of data associated
with a received operation must be completed before pro-
cessing data associated with a new operation can commence.

It is with respect to these and other general considerations
that embodiments have been made. Although relatively
specific problems have been discussed, it should be under-
stood that the embodiments should not be limited to solving
the specific problems identified in the background.

BRIEF DESCRIPTION OF THE DRAWINGS

Reference will now be made to representative embodi-
ments illustrated in the accompanying figures. It should be
understood that the following descriptions are not intended
to limit the disclosure to one preferred embodiment. To the
contrary, each is intended to cover alternatives, modifica-
tions, and equivalents as may be included within the spirit
and scope of the described embodiments as defined by the
appended claims.

FIG. 1 illustrates an exemplary data storage system for
that may be used with one or more embodiments of the
present disclosure;

FIG. 2A is a timeline that illustrates various media read
commands that may be received by a data storage system
according to current implementations;

FIG. 2B-FIG. 2F illustrate an exemplary register that
stores parameters of a data storage zone of a data storage
device according to one or more embodiments of the present
disclosure;

FIG. 3 illustrates a method for reading data from various
zones of a data storage device according to one or more
embodiments of the present disclosure;

FIG. 4 illustrates a method for writing data into various
zones of a data storage device according to one or more
embodiments of the present disclosure;
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FIG. 5A-FIG. 5B are a block and a flow diagram com-
bination that illustrate a method for reading data from
various zones of a data storage device according to one or
more embodiments of the present disclosure; and

FIG. 6A-FIG. 6B are a block and a flow diagram com-
bination that illustrate a method for writing data to various
zones of a data storage device according to one or more
embodiments of the present disclosure.

The use of the same or similar reference numerals in
different drawings indicates similar, related, or identical
items where appropriate.

DETAILED DESCRIPTION

Various embodiments are described more fully below
with reference to the accompanying drawings, which form a
part hereof, and which show specific exemplary embodi-
ments. However, embodiments may be implemented in
many different forms and should not be construed as limited
to the embodiments set forth herein.

Some of the embodiments described herein are directed to
systems and methods for enabling fast data zone switches in
a data storage device/system. For example, in a typical hard
disk drive, data is stored on a magnetic media as a group of
tracks with each group of tracks forming a data zone. Thus,
a disk drive may be made up of a number of different data
zones. Each of the data zones on the hard disk drive may
have different operating parameters. Further, each operating
parameter may be optimized for a particular zone.

For example, each zone may have various front-end
parameters and back-end parameters that are optimized for
that data zone. Exemplary front-end parameters for the data
zones include Analog Front End parameters, Phase Locked
Loop parameters, control-loops and the like. Exemplary
back-end parameters include decoder and encoder param-
eters. In addition to the above, each zone may have a
different density and as such, when data is written to or read
from the zone, the reading and writing of the data may be
performed at different frequencies.

In current solutions, when a read command is received by
a data storage system, the data must be completely decoded
prior to making any changes to either the front-end param-
eters or the back-end parameters for a subsequent read
command. As such, when a subsequent read command is
received, such as, for example, a non-sequential read com-
mand in which data is stored in a different data zone, the read
command is not serviced until decoding of the data of the
previous read command is complete. When the data from the
previous read command is complete, the subsequent read
command may be serviced, the parameters changed, and
data associated with the read command may be accessed.

In the example above, the data associated with non-
sequential read command is stored in a different zone and as
such, one or more front-end parameters or back-end param-
eters may need to be changed prior to servicing the received
read command. However, as discussed above, the decoding
of the data associated with the previously received read
command must be completed before any changes can be
made to either the front-end parameters or back-end param-
eters. Once the decoding is complete, a read element of the
hard disk drive has been positioned at or within the new
zone, changes the parameters and then begins reading the
data. However, the delay caused by the changing the param-
eters after the decoding is complete and as the read element
moves to a different zone may introduce undesired latency
in the data storage system with severe performance degra-
dation.
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Similarly, when a data storage system performs a write
command, the data to be written must be encoded and
completely written to a zone before changes to any of the
parameters are made. This may also cause undesired latency
in the data storage system with severe performance degra-
dation.

Accordingly, some embodiments of the present disclosure
enable the read element (and/or write element) of a data
storage system to be moved to different data zones as soon
as the media read or write operation for the current zone is
complete without waiting for decoder and encoder latency.
As will be explained below, firmware of the data storage
system will load parameters associated with a new data zone
as soon as the decoder operation being performed in the
current zone has started. More specifically, encoding and
decoding parameters associated with the new zone are stored
in and loaded from a register such that when a data zone
switch or seek occurs, the operations on the data in the new
zone can commence with the stored parameters that are
pre-loaded into the register.

Thus, once the read element has settled in the new zone,
a read channel of the data storage system can commence
reading data from the new zone even while the decoder is
still working on sectors from previous zones. Thus, the
decoder (e.g., implemented based on a low density parity
check based algorithm) of the present disclosure permits
parallel processing of data such that data that originates from
or belongs in various data zones can be concurrently in-
flight to the decoder and may be decoding the data in
parallel. In order to ensure that the data is decoded or
encoded properly, the read channel of the data storage
system dynamically loads data, zone dependent media
parameters, zone dependent decoder parameters, and zone
dependent encoder parameters for each sector or zone from
the register when the read element has been positioned over
that particular sector or zone.

For example, some embodiments described herein are
directed to a system and method for reading data from a
storage device having a head and a storage medium. Accord-
ing to these embodiments, a first read command is received
from a host device. The first read command may be for data
that is located in a first location on the storage medium. In
response to receiving the first read command, the head
navigates to the first location and the data associated with the
first read command is read from the first location. The data
is then decoded using a first parameter that is associated with
the first location.

Prior to completing the decoding of the data associated
with the first read command, a second read command is
received from the host device. The data associated with the
second read command is in a second location. As such, the
head navigates to the second location and the data associated
with the second read command is retrieved. The retrieved
data associated with the second read command is then
associated with a second parameter. Once the decoding of
the data associated with the first command is complete, the
second parameter is loaded from a register and the data
associated with the second read command is decoded using
the second parameter.

Also disclosed is a method and system for writing data to
a storage device comprising a head and a storage medium.
According to these embodiments, a first write command is
received from a host device. In response to the received
write command, the head navigates to a first location on the
storage medium. Once the head is in position, data associ-
ated with the first write command is written to the first
location using a first parameter. Prior to completing the
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writing of the data associated with the first write command
at the first location, a second write command is received
from the host device. The second write command is asso-
ciated with a second parameter and the data associated with
the second command is primed using the second parameter.
Upon completing the writing of the data associated with the
first write command at the first location, the head navigates
to the second location on the storage medium and com-
mences writing the data associated with the second write
command from an auxiliary storage location to the second
location using the second parameter.

Also disclosed is a data storage device having a memory,
a channel having a parameter register and a controller. In
some embodiments, the controller receives a first read
command from a host device prior to completion of a
decoding process of data associated with a previously
received read command. The controller stores data associ-
ated with the first read command in the channel and also
associates the data associated with the first read command
with a first parameter in the parameter register. The channel
(e.g., a read channel) also initiates decoding of the data
stored in the channel using the associated parameter prior to
completion of the decoding process of the data associated
with the previously received read command.

In other embodiments of the present disclosure, a device
having a controller and a channel with a parameter register
is disclosed. The controller of the device is configured to
receive a first read command from a host device prior to
completion of a decoding process of data associated with a
previously received read command. When the read com-
mand is received, data associated with first read command is
stored in the channel and the data is associated with a first
parameter in the parameter register. Prior to completion of
the decoding process of the data associated with the previ-
ously received read command, the channel (e.g., the read
channel) initiates decoding of the data stored in the channel
using the associated first parameter.

Turning to the figures, FIG. 1 illustrates an exemplary
data storage system 100 for servicing commands 115
according to one or more embodiments of the present
disclosure. As shown in FIG. 1, the system 100 includes a
host device 110 that sends various commands 115 to a data
storage device 105. In some embodiments, the commands
115 can be any number of media related commands includ-
ing, but not necessarily limited to, random media write
commands, sequential media write commands, random
media read commands and sequential media read com-
mands. The host device 110 may be any suitable electronic
device such as a laptop computer, desktop computer, server,
cellular phone, tablet computer, and so on. In some embodi-
ments, the host device 110 can be implemented as a system
of individual electronic devices, such as, for example, a
network of servers.

Once the commands 115 have been received and pro-
cessed, the data storage device 105 may send one or more
responses 145 to the host device 110. The responses 145 may
include confirmation that the commands 115 have been
processed and/or completed. The responses 145 may also
include any data requested by the commands 115.

The storage device 105 may also include a controller 120
configured to service the commands 115 that are received
from the host device 110 and provide the response 145 to the
host device 110. In some embodiments, the controller 120
may include a command module 125 that is configured to
determine the type of command 115 that is received and the
type of response 145 that is to be sent. The command module
125 may also be configured to determine which zone 160 on
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the rotating magnetic storage 155 the received command 115
is associated with. For example, if back-to-back non-sequen-
tial media read commands are received by controller 120,
the command module 125 may determine that data associ-
ated with the first read command is in a first data zone and
data associated with the second read command is in a second
data zone. Likewise, if a write command is received by the
controller 120, the command module 125 may be configured
to determine which zone 160 data associated with the write
command should be written to.

As discussed above, each zone 160 may be associated
with different encoding or decoding parameters. Thus, as
data is either read from or written to each zone 160 and
subsequently decoded or encoded, decoding/encoding
parameters associated with each zone 160 must be used.

More specifically, the storage device 105 includes a read
channel 135 that is configured to read data from or write data
to the various zones 160 of the rotating magnetic storage 155
using a voice coil motor 150 that includes a reading element
and/or a writing element. For example, when a command is
received, the controller 120 may instruct a servo system of
the storage device 105 to position the read and/or write
element actuated by the voice coil motor 150 over a par-
ticular zone 160 of the rotating magnetic storage 155 in
response to a seek command. Once the read clement is
positioned at or in the particular zone 160, the read channel
135 receives the processing parameters that are to be used in
various read and write operations for the particular zone.

For example, during a read operation, once the read head
is positioned over a data zone 160, the read channel 135
processes the data using various front-end parameters that
are optimized for that particular zone. More specifically, the
read channel 135 may perform a media read on the data
within the zone using specific media read parameters that are
associated with the zone. Upon completion of the media
read, the data is then stored for decoding at a subsequent
time. Put another way, the read channel initially processes
the data and queues the data for subsequent decoding (e.g.,
the decoding of the data begins when a current decoding
process completes). Once the decoder 130 has completed
any pending decoding processes, the decoder 130 associated
with the read channel 135 may then decode the data. As
discussed above, the decoder 130 also has various param-
eters that optimize the decoding of the data based on, for
example, where the zone 160 in which the data is located. As
such, the read channel 135 may be required to determine
and/or load the specific decoder parameters from a register.

As discussed above, in current solutions, decoding (or
encoding) of data associated with a received command must
be completed prior to changing any front-end parameters or
decoding parameters of the read channel. This can add
considerable delays when a subsequent command is
received that requires that data be read from or written to a
different zone.

However, some embodiments of the present disclosure
bifurcate the front-end processing of the data from the
back-end processing (e.g., decoding/encoding process) of
the data. More specifically, the read channel 135 of the
present disclosure may be configured to load front-end
parameters for the various zones in response to a received
command 115 while enabling the decoding or encoding of
data from a previously received command to asynchro-
nously continue.

For example, in order to reduce, minimize or eliminate
latency caused by zone switching and the decoding process,
the read channel 135 may include a memory (e.g., in the
form of a shadow register 140) that is configured to store

10

15

20

25

30

35

40

45

50

55

60

65

6

parameters that will be used by the decoder 130 when
decoding data from each zone 160. For example, the shadow
register 140 may be configured to store N number of decoder
optimized values for the various zones 160 of the rotating
magnetic storage 155. Thus, when multiple commands 115
are received, the read channel 135 can service the received
commands using the optimized front-end parameters while
the decoding or encoding process occurs in the background
using the encoding or decoding parameters associated with
the previously received command.

For example, if a first read command is received, con-
troller 120 is configured to determine the zone 160 in which
the data to be read is located. As the read element is
positioned within the identified zone 160, the read channel
135 (or firmware associated with the read channel 135) may
determine, generate or load the front-end parameters and the
back-end parameters (e.g., decoding parameters) that are
optimized for the identified zone 160. More specifically, the
back-end parameters for the decoding process may be stored
or otherwise written to the shadow register 140. Once the
read element has been positioned in the identified zone 160,
the read channel 135 reads the data from the identified zone
using, for example the front-end parameters, loads the
back-end parameters, and begins an asynchronous decoding
process using the back-end parameters stored in the shadow
register 140.

During the decoding process, a second read command
may be received from the host device 110. Once the second
read command is received, the controller 120 may determine
that the data associated with the second read command is in
a second data zone. As with the first data zone, the second
data zone may have decoding parameters that are optimized
for the second data zone. Accordingly, the read channel 135
may be configured to determine whether there is room in the
shadow register 140 to store the decoder parameters asso-
ciated with the second zone. If there is room in the shadow
register 140 for the decoder parameters associated with the
second zone, those parameters are stored in the shadow
register 140 and the read element is moved to the new data
zone.

Once the read element has been positioned in the second
zone, the read channel 135 reads the target sectors. More
specifically, the read channel 135 reads the data using
various front-end parameters that are optimized for the
second zone. This process may continue for each subsequent
received command so long as there is room in the shadow
register 140 for additional decoding parameters.

Continuing with the example from above, once the decod-
ing process associated with the first read command is
complete, the decoder 130 loads the decoding parameters
associated with the second read command from the shadow
register 140. The decoder 130 then asynchronously performs
the decoding of the data associated with the second read
command. The asynchronous decoding of the data associ-
ated with the second read command may continue even
when subsequent read and/or write commands are received.

Although the example above is directed to read com-
mands, the read channel 135 of the present disclosure may
also be used to reduce, minimize or eliminate latency caused
by zone switching in write commands. For example, when
a first write command is received from the host device 110,
the controller 120 may be configured to determine which
zone 160 the data is to be written to and the read channel 135
and/or the controller 120 may determine which parameters
are to be used when writing data to that zone. For example,
each zone 160 may have a frequency that is optimized for
that particular zone. Thus, when the write element has
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navigated to the identified zone, the data is written to the
zone using the frequency optimized for that zone.

While the data associated with the first write command is
being written to the identified zone, a second write command
may be received from the host 110. The controller 120 may
determine that the data associated with the second command
is to be written in a second zone. As with the first zone, the
second zone has an optimized write frequency. However,
because the data from the first write command is still being
written to the first zone, the data associated with the second
zone is primed and stored in the read channel 135. In some
embodiments, although the data associated with the second
command is to be written to the media in the second data
zone using a second frequency, the data associated with the
second command is written or otherwise stored in the read
channel 135 using the first frequency (e.g., the frequency at
which the data associated with the first command is being
written to the first zone).

Once the data associated with the first write command has
been written to the first zone (and the priming of the data
associated with the second command has started), the write
element is navigated to the second zone and the data
associated with the second command is written at the second
zone (once encoding has completed) using the second fre-
quency. This process may continue for subsequently
received write commands. Although first and second write
commands are specifically mentioned, it is contemplated
that the read channel 135 may be primed and store multiple
write commands prior to completing the writing of data
associated with a pending write command.

FIG. 2A shows a timeline 200 that illustrates various
media read commands that may be received by a data
storage system according to various embodiments of the
present disclosure. FIG. 2B-FIG. 2F illustrate an exemplary
register, such as, for example, shadow register 140 (FIG. 1)
that may be used to store decoder parameters from various
zones of a data storage device according to one or more
embodiments of the present disclosure.

In the timeline 200 shown in FIG. 2A, one or more read
commands associated with different zones may have already
been received from a host device, such as, for example, host
device 110. In other implementations, the various read
commands may be received at various points along the
timeline 200. However, these receipt of the read commands
have been omitted for simplicity.

As discussed above, once a read command is received,
decoding parameters associated with the zone in which the
data is to be read from are stored in a register. For example,
in response to a first read command being received, a
determination is made as to which zone the requested data
is located. In this example, the data is determined to be
located in Zone N. As such, the media read parameters for
Zone N are loaded at point 205. At point 210, a media read
is performed on the data in Zone N using the media read
parameters. Although the data has been read from Zone N in
this example, it has not yet been decoded. As discussed
above, the decoding process of the current disclosure is
separate from the media read and may occur at a different
time. As such, the decoding parameters associated with Zone
N are stored in a register such as shown in FIG. 2B.

In some embodiments, each of the media reads of the
different zones shown on the timeline 200 may be performed
by a read channel, such as, for example, read channel 135
(FIG. 1) of the data storage device. As discussed above, each
of the different media read commands may have media read
parameters that are used to read the data in the particular
zone. Likewise, each zone has associated decoding param-
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eters that are stored in a register and may be subsequently
loaded and used to decode the data that was read. Once a
decoding process for a previously received read command is
complete, the decoder loads the parameters from the register
and begins decoding the data. Continuing the example from
above, once the media read of Zone N is complete and the
decoder has finished decoding data from a previously
received read command (if any) decoder parameters for
Zone N will be loaded from the register and the decoding
process for the data from Zone N may commence. In some
embodiments, the decoding process and the media read
commands may be in parallel. Thus, the data from two
different zones may be processed at the same time or
substantially the same time.

At point 215 on the timeline 200, media read parameters
for Zone N-1 are loaded in response to a received read
command. Likewise, decoder parameters for Zone N-1 are
stored in the register. For example and as shown in FIG. 2C,
the register now has two entries: one for Zone N and one for
Zone N-1. Once the head has navigated to Zone N-1, a
media read of Zone N-1 220 may commence using the
media read parameters that were loaded for Zone N-1 at
point 215.

If a third read command is received and the data associ-
ated with the third read command is determined to be in
Zone N-2, media read parameters for Zone N-2 are loaded
at point 225 and the decoder parameters associated with
Zone N-2 are stored in the register such as shown in FIG.
2D. After a seek operation, a media read of Zone N-2 may
be performed at point 230 using the media read parameters
associated with Zone N-2.

As with the other commands above, if a fourth read
command is subsequently received and the data associated
with the fourth read command is determined to be in a fourth
zone-Zone N-3, the media read parameters associated with
Zone N-3 are loaded at point 235 and the decoder param-
eters for Zone N-3 are stored in the register such as shown
in FIG. 2E. A media read of Zone N-3 may then be
performed at point 240 using the media read parameters of
Zone N-3.

In some embodiments, the register that stores the decoder
parameters may operate in a first in, first out manner. Thus,
once parameters for a particular zone have been used and a
subsequent read will not use the stored parameters, the
parameters for that zone will be removed from the register
when parameters from a different zone are received. How-
ever, if a read command is received for a zone that already
has parameters stored in the register (e.g., a read command
is received for Zone N-2), the parameters for that zone may
be moved to the top of the register such as shown in FIG. 2F.

For example, if a fifth read command is received, and it
is determined that the fifth read command is associated with
Zone N-2, the media read parameters for zone N-2 will be
loaded at point 245. After a seek is performed, a media read
is performed on Zone N-2 using the media read parameters
that were loaded at point 245. As also shown in FIG. 2F, the
register has been updated such that the decoder parameters
for Zone N-2 are now at the top of the queue. As discussed
above, once the channel, and more specifically the decoder,
is ready to decode the data that is received from the various
media reads, the decoder parameters associated with the data
to be decoded are loaded from the register.

Although a first in, first out register is specifically men-
tioned, it is contemplated that other ordering schemes may
be used.

FIG. 3 illustrates a method 300 for reading data from
various zones of a data storage device according to one or
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more embodiments of the present disclosure. In some
embodiments, the method 300 may be used with the data
storage system 100 such as shown and described above with
respect to FIG. 1. Accordingly, reference may be made to
one or more components described above.

Method 300 begins at operation 310 when a command is
received from a host device. In some embodiments the
command may be a media read command. Once the com-
mand is received, a determination 320 is made as to whether
data associated with the received read command is in a data
zone that is different from the data zone that the read element
of the data storage device is currently operating in.

If it is determined that the data zone associated with the
received command is not different, flow proceeds to opera-
tion 350 and a seek is performed in which a read element of
the data storage device is positioned at the particular target
area within the zone. The data is then read such as will be
outlined in greater detail below.

However, if it is determined that the data zone associated
with the received read command is different, flow proceeds
to operation 330 and a determination is made as to whether
a register associated with a read channel of the data storage
device is full. If the register is full, the command is put on
hold until a new entry is available in the register. For
example, the parameters associated with the new zone are
not loaded into the register until space in the register
becomes available. When the register has room, flow pro-
ceeds to operation 340 and the target zone parameters (e.g.,
the parameters associated with the zone from which the data
is to be read) are written to the register.

Flow then proceeds to operation 350 in which a seek is
performed. In some embodiments, the seek causes the read
element of the data storage device to be positioned in the
particular zone from which the data is to be read. Flow then
proceeds to operation 360 and a media read is performed on
the target sectors within the zone. For example, a read
channel may load various front-end parameters in order to
initially read the data from the target zone.

Once the media read is complete, flow may proceed back
to operation 310 and another read command may be
received such as described above. More specifically, as
shown in FIG. 3, a decoding process 390 (illustrated as the
dashed box) for data from a previously received read com-
mand may be occurring during the method 300. That is,
operation 310 through operation 360 may be occurring
simultaneously with or substantially simultaneously with a
currently executing data decoding process. However, once
the decoding of the data from the previously received
command is complete, flow proceeds to operation 370
(shown by the dashed arrow) and the decoder may load the
parameters for the zone associated with the command that
was received in operation 310 and initiate the decoding
process 380 using the newly loaded decoder zone param-
eters.

Thus, according to various embodiments, data from dif-
ferent zones can be concurrently in flight to the decoder at
one time. In addition, the decoder can switch between the
decoding of different sections from different zones by load-
ing settings for the zone from the register.

FIG. 4 illustrates a method 400 for writing data into
various zones of a data storage device according to one or
more embodiments of the present disclosure. In some
embodiments, method 400 may be used by the data storage
system 100 and/or data storage device 105 described above
with respect to FIG. 1. As such, reference may be made to
similar components described above.
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Method 400 begins when a first write command is
received from a host device. In some embodiments, the host
device may be similar to host device 110. Once the write
command is received, a determination may be made as to
which zone the data is to be written to. Once the determi-
nation has been made, flow proceeds to operation 420 and
the data associated with the received write command is
written to the determined data zone using a first frequency.
In some embodiments, the data is encoded and written to the
zone at the first frequency.

While the data is being written to the zone at the first
frequency, flow proceeds to operation 430 and a second
write command is received from the host device. Like the
data from the first write command, a determination may be
made as to which zone the data from the second write
command is to be written. As discussed above, if the data
associated with the second write command is to be written
in a zone that is different from the zone in which the data
associated with the first command is currently being written,
the data associated with the second command may be
written at a different frequency.

Accordingly, flow proceeds to operation 440 and the data
associated with the second read command is primed (e.g.,
data associated with the received command is passed to the
read channel before the media write occurs) or otherwise
stored in a read channel. As shown in FIG. 4, the priming of
the data may occur concurrently or substantially concur-
rently with the writing of the data associated with the first
write command. In some embodiments, the priming opera-
tion occurs at the frequency at which the current write
operation is occurring. Thus, even if the data associated with
the second command is to be written to the second zone at
a second frequency, the data associated with the second
write command is primed using the first frequency.

However, once the first write command is complete 450,
(and although the priming operation 440 may be in process)
flow proceeds to operation 460 and the frequency associated
with the second command is set. Flow then proceeds to
operation 470 and a determination is made as to whether the
channel is ready. More specifically, a determination is made
as to whether the data associated with the second write
command has finished encoding. When it is determined that
the encoding of the data associated with the second com-
mand is complete, flow proceeds to operation 480 and the
data associated with the second command is written to the
zone using the second frequency.

FIG. 5A-FIG. 5B are a block and a flow diagram com-
bination that illustrate a method 500 for reading data from
various zones of a data storage device according to one or
more embodiments of the present disclosure. In some
embodiments, the system of FIG. 5B described below may
be similar to the system 100 described above.

As shown in FIG. 5A, the method 500 begins when a read
command is received from a host device such as, for
example, host device 550. Once the read command is
received, a processor and/or control circuitry 560 may be
configured to determine which zone of a rotating magnetic
storage 580 the data is located. As part of this process, the
processor and/or the control circuitry 560 may also deter-
mine various front-end and/or back-end parameters that are
needed to decode the data once it is read from the particular
zone.

Once these parameters are determined, flow proceeds to
operation 520 and the decoder parameters are stored in a
queue. In some embodiments, the decoder parameters are
stored in a register.
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Flow then proceeds to operation 530 and the stored
decoder parameters are loaded during a decoding process of
a previously received command. That is, during a decoding
process from a previously received command, and in order
to reduce, minimize or eliminate latency caused by a data
zone switch, parameters associated with a different zone are
loaded by the read channel so when the decoding process is
complete, the decoding of the data in the second zone may
immediately commence once the read element actuated by
the voice coil motor 570 has been positioned in the deter-
mined zone.

Once the read element has been positioned within the
determined zone and the previous decoding process is
complete, data associated with the received command from
operation 510 is decoded 540 using the parameters stored in
the queue.

FIG. 6A-FIG. 6B are a block and a flow diagram com-
bination that illustrate a method 600 for writing data to
various zones of a data storage device according to one or
more embodiments of the present disclosure. In some
embodiments, the system of FIG. 6B described below may
be similar to the system 100 described above.

Method 600 begins at operation 610 when a write com-
mand is received from a host device, such as, for example
host device 650. Once the write command is received a
determination may be made as to which data zone of a
rotating magnetic storage 680 the data associated with the
write command is to be written to. In some embodiments,
this determination may be made by a processor and/or
control circuitry 660.

Once the zone determination has been made, flow pro-
ceeds to operation 620 and the data associated with the
received write command is written to the zone at a first
frequency. While the data is being written to the zone at the
first frequency, a channel of storage device may be primed
using data from a second write command. In some embodi-
ments, although the data associated with the second write
command is to be written to a different zone at a different
frequency, the data associated with the second write com-
mand is primed in the channel using the first frequency.

Once the data associated with the first write command
from operation 610 has been written to the zone of the
rotating magnetic storage 680, the voice coil motor 670
navigates the write element to the zone associated with the
second write command and the primed data associated with
the second read command is written 640 to the second zone
using a second frequency. As discussed above, the second
frequency is a frequency that is associated with the second
zone.

While the examples described above relate to read and
write commands coming from a host device, the commands
can be self-generated by the data storage device. Accord-
ingly, the methods described above can be used when
processing of read commands and write commands are
internally initiated.

In one embodiment, the above described methods may be
embodied in a computer-readable medium encoding com-
puter executable instructions which, when executed by a
processor, performs the methods disclosed.

Any suitable control circuitry may be employed to imple-
ment the flow diagrams in the above embodiments, such as
any suitable integrated circuit or circuits. For example, the
control circuitry/controller may be implemented within a
read channel integrated circuit, or in a component separate
from the read channel, such as a disk controller, or certain
operations described above may be performed by a read
channel and others by a disk controller. In one embodiment,
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the read channel and disk controller are implemented as
separate integrated circuits, and in an alternative embodi-
ment they are fabricated into a single integrated circuit or
system on a chip (SOC). In addition, the control circuitry/
controller may include a suitable preamp circuit imple-
mented as a separate integrated circuit, integrated into the
read channel or disk controller circuit, or integrated into a
SOC.

In one embodiment, the control circuitry/controller com-
prises a microprocessor executing instructions, the instruc-
tions being operable to cause the microprocessor to perform
the flow diagrams described herein. The instructions may be
stored in any computer-readable medium. In one embodi-
ment, they may be stored on a non-volatile semiconductor
memory external to the microprocessor, or integrated with
the microprocessor in a SOC. In another embodiment, the
instructions are stored on the disk and read into a volatile
semiconductor memory when the disk drive is powered on.
In yet another embodiment, the control circuitry comprises
suitable logic circuitry, such as state machine circuitry.

As used herein, “non-volatile solid-state memory,” “non-
volatile memory,” “NVM,” or variations thereof may refer
to solid-state memory such as NAND flash. “Non-volatile
memory” may additionally refer to rotating magnetic media.
Some embodiments of the present disclosure may also be
useful in hard drives and hybrid drives including both
solid-state and hard drive components. Solid-state memory
may comprise a wide variety of technologies, such as flash
integrated circuits, Phase Change Memory (PC-RAM or
PRAM), Programmable Metallization Cell RAM (PMC-
RAM or PMCm), Ovonic Unified Memory (OUM), Resis-
tance RAM (RRAM), NAND memory, NOR memory,
EEPROM, Ferroelectric Memory (FeRAM), MRAM, or
other discrete NVM (non-volatile solid-state memory) chips.
The non-volatile solid-state memory arrays or storage
devices may be physically divided into planes, blocks,
pages, and sectors, as is known in the art. Other forms of
storage (e.g., battery backed-up volatile DRAM or SRAM
devices, magnetic disk drives, etc.) may additionally or
alternatively be used.

Additionally, embodiments of the present disclosure are
described above with reference to block diagrams and
operational illustrations of methods and the like. The opera-
tions described may occur out of the order as shown in any
of the figures. One or more operations may be removed or
executed substantially concurrently. For example, two
blocks shown in succession may be executed substantially
concurrently. Additionally, the blocks may be executed in
the reverse order.

The description and illustration of one or more embodi-
ments provided in this disclosure are not intended to limit or
restrict the scope of the present disclosure as claimed. The
embodiments, examples, and details provided in this disclo-
sure are considered sufficient to convey possession and
enable others to make and use the best mode of the claimed
embodiments. Additionally, the claimed embodiments
should not be construed as being limited to any embodiment,
example, or detail provided above. Regardless of whether
shown and described in combination or separately, the
various features, including structural features and method-
ological features, are intended to be selectively included or
omitted to produce an embodiment with a particular set of
features. Having been provided with the description and
illustration of the present application, one skilled in the art
may envision variations, modifications, and alternate
embodiments falling within the spirit of the broader aspects
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of the embodiments described herein that do not depart from
the broader scope of the claimed embodiments.

We claim:
1. A data storage device, comprising:
a memory;
a channel having a parameter register; and
a controller configured to:
initiate processing of a first read command prior to
completion of a decoding process of data associated
with a previously received read command;
store data associated with the first read command in the
channel; and
associate the data associated with the first read com-
mand with a first parameter in the parameter register,
wherein the channel is configured to initiate decod-
ing of the data stored in the channel using the
associated first parameter prior to completion of the
decoding process of the data associated with the
previously received read command.
2. The data storage device of claim 1, wherein the channel
further comprises a low density parity check decoder,
wherein the low density parity check decoder is configured
to decode the data associated with the previously received
read command.
3. The data storage device of claim 1, wherein the channel
is further configured to determine whether the parameter
register has capacity for the parameter associated with the
data in the channel.
4. The data storage device of claim 1, wherein the first
parameter is a decoder setting associated with the first read
command.
5. The data storage device of claim 1, wherein the data
associated with the previously received read command is in
a first storage location and the data associated with the first
read command is in a second storage location.
6. The data storage device of claim 1, wherein the
controller is further configured to:
receive a second read command from a host device prior
to completion of the decoding process of the data
associated with the previously received read command;

store data associated with the second read command in the
channel; and

associate the data associated with the second read com-

mand with a second parameter in the parameter register.

7. A device, comprising:

a channel having a parameter register; and

a controller configured to:

initiate processing of a first read command prior to
completion of a decoding process of data associated
with a previously received read command;

store data associated with the first read command in the
channel; and

associate the data associated with the first read com-
mand with a first parameter in the parameter register,
wherein the channel is configured to initiate decod-
ing of the data stored in the channel using the
associated first parameter prior to completion of the
decoding process of the data associated with the
previously received read command.

8. The device of claim 7, wherein the channel further
comprises a parity check decoder configured to decode the
data associated with the previously received read command.
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9. The device of claim 7, wherein the channel is further
configured to determine whether the parameter register has
capacity for the parameter associated with the data in the
channel.

10. The device of claim 7, wherein the first parameter is
a decoder setting associated with the first read command.

11. The device of claim 7, wherein the first parameter is
a decoder setting associated with a location of the data
associated with the first read command.

12. The device of claim 7, wherein the first parameter is
a frequency setting associated with a location of the data
associated with the first read command.

13. The device of claim 7, wherein the data associated
with the previously received read command is in a first
storage location and the data associated with the first read
command is in a second storage location.

14. The device of claim 7, wherein the controller is further
configured to:

receive a second read command prior to completion of the

decoding process of the data associated with the pre-
viously received read command;

store data associated with the second read command in the

channel; and

associate the data associated with the second read com-

mand with a second parameter in the parameter register.

15. The device of claim 14, wherein the second parameter
is different than the first parameter.

16. The device of claim 14, wherein the controller is
further configured to:

receive a third read command prior to completion of the

decoding process of at least one of the previously
received read command, the first read command or the
second read command;

store data associated with the third read command in the

channel; and

determine whether the data associated with the third read

command is associated with at least one parameter
previously stored in the parameter register.

17. The device of claim 16, wherein the controller is
further configured to use the at least one parameter that was
previously stored in the parameter register when decoding
the third read command.

18. A device, comprising:

a channel,

a parameter register associated with the channel; and

a controller configured to:

initiate processing of a read command while executing
a decoding process associated with a previously
received read command;

store data associated with the read command in the
channel;

determine whether a parameter in the parameter regis-
ter is associated with the data; and

cause the channel to initiate decoding of the data stored
in the channel using the parameter prior to comple-
tion of the decoding process of the data associated
with the previously received read command.

19. The device of claim 18, wherein the controller is
further configured to store a second parameter in the param-
eter register when it is determined that the parameter in the
parameter register is not associated with the data.

20. The device of claim 19, wherein the channel is further
configured to determine whether the parameter register has
capacity for the second parameter.
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